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Abstract— The decentralization of energy generation and 

transmission demand for the Internet of Energy with real-time 

peer-to-peer energy exchange. The intermittent renewable 

energy provides a challenge of consumption flexibility at 

consumer side. Buildings are significant in this new context, since 

they are the biggest energy consumer worldwide and can 

contribute to local renewable energy production as well. 

Therefore, proactive building services will be required in near 

future in order to operate energy community. This paper deals 

with energy flexibility obtained through PV production forecast 

for a community. Decision tree technique is applied on historical 

hourly data of 3 years for week-ahead forecast of building 

consumption, photovoltaic production, and for fault detection 

diagnostic. Feature engineering and energy expertise used to 

obtain good forecasting performances are discussed. The 

significance of these technics for prospective energy community 

service is also discussed in the paper.  

Keywords— machine learning, energy flexibility, random 

forest, gradient boosting, auto-consumption, building 

consumption, PV forecast, energy communities.  

I. BUILDINGS AS A PILLAR OF THE INTERNET OF ENERGY 

Environmental policies and the reduction in production 
cost of renewable energy are transforming the energy 
landscape of cities and countries worldwide. The renewable 
energy is decentralized and intermittent in nature and due to its 
constraints, it modifies the role of transmission system 
operator (TSO) and distribution system operator (DSO) while 
connected to the energy grid. In this context, the role of DSO 
is becoming increasingly significant to keep the balance of 
energy flows for avoiding local congestion. In [1], the Center 
on Regulation in Europe highlights different proposals for 
DSO-TSO interactions that allow the trade of flexible services.  

With the decentralization of energy network and 
implementation of Internet of Energy (IoE), each node of the 
energy network will be able to produce, consume and store 
energy. These real-time peer-to-peer exchanges constitute IoE 
revolution, and require a real paradigm shift in technological 
solutions and energy regulation. Today, the operators of the 
electrical networks are practically blind on the scale of the 
districts and can only through demonstrators sketch the 
potential of solutions to prepare the future [2]. IoE will rely on 
net-metering to decide the dynamic electricity pricing; based 
on the available energy storage (kWh) it will also depend on 
the capacity (kW). Therefore, it accounts for strong time 

dependence. The complexity of pricing will no longer allow 
optimal human decision-making, rather a set of third-party 
players should be developed to implement advising and 
controlling services. 

IoE is not only made up of smart grids; it is also comprised 
of the actors at each node of these grids. For instance, energy 
management at a local level should aim for a multi-objective 
optimum integrating economic constraints, environmental 
issues, and citizen choices. Self-consumption is a good way to 
involve consumers in energy system and to play on levers that 
the economic aspects could not reach. It permits to reduce 
transmission loss (8% on average), reduces the infrastructure 
investments and motivates the increase in consumption, 
particularly in cities. Legislation on collective self-
consumption is already in place in some countries like France 
[3], which encourages the citizens to play an active role in IoE. 
They can thus collectively produce and consume their own 
energy. However, it is required that these solutions that are 
promoting the penetration of renewable energies must be 
complemented by the services for operators and consumers 
(i.e. the occupants of buildings). 

Residential and commercial buildings are the biggest 
energy consumer worldwide; mainly for their needs related to 
thermal comfort. They consumed more than 37% of final 
energy in OECD countries in 2017 on par with transport (37%) 
and ahead of industry (25 %) [4]. In perspective of 
decentralized production in proximity of load centre, energy 
production could be very strongly developed on these 
buildings in the coming years. The French   Environment   and   
Energy   Management   Agency (ADEME) proposed a scenario 
for a 100% renewable mix across France in 2050; where 34% 
of the capacity would be generated by photovoltaic panels on 
the rooftop of the buildings [5]. According to this report, 
buildings flexibility will help up to 18% for managing the 
network balance of 100GW peak demand, essentially from 
heating, ventilation, air conditioning (HVAC) (14GW) and hot 
water tank (4GW). 

Buildings are therefore essential in the energy transition 
[6]. However, they must be able to communicate with each 
other and offer services to network operators or at the level of 
energy communities. 
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II. MACHINE LEARNING FOR BUILDING ENERGY SERVICES 

As mentioned above, buildings must offer flexibility to 
ensure optimum energy management. Two such tools that 
might already be implemented in buildings are as follows: 

 Optimization of the energy bill: by proposing an 
adaptive contract, based on the analysis of past data and 
long-term forecasts. This helps in notifying the 
consumer to avoid upcoming over-consumption 
through load shedding and hence to avoid financial 
penalties. 

 Fault detection diagnosis and maintenance: it allows to 
detect a variation in the measurement compared to a 
baseline, indicating a potential malfunction.  

In this paper, we will try to go further by expressing the 
needs for the implementation of new service tools for energy 
communities. The tools presented below may rely on the same 
technics already used for optimizing the energy bill or for 
diagnosis of a consumer, yet they need to be adapted for an 
energy community.  

 Optimizing collective self-consumption: ensuring a 
balance between production and consumption at the 
community level through promoting the penetration of 
renewable energies. 

 Energy flexibility: each building offers the means of 
quantifying the potential flexibility and activating 
negotiations for flexible actions to the community. 

Predicted models must be deployed in order to make these 
services work. An approach is to develop physical models 
often resulting from specialized expertise and in-depth 
knowledge of the system to be modelled [7].  

Another way is to model physical system using artificial 
intelligence (AI). AI is now a thriving technology driven by 
the convergence of deep learning, and planetary-scale data. Its 
impact on human society is expected to be on a scale 
comparable to electricity. During 1975-1990, artificial neural 
network improved its performance by two innovations: multi-
layer perceptrons with soft decision surface and learning with 
back-propagation. However, since 2012, deep learning (DL) 
has been found effective to provide reliable solutions for 
longstanding problems [8]. Long short term memory (LSTM) 
is a recurrent neural network (RNN) dedicated to time series 
modelling which is able to catch different dynamics of the 
signal. This deep learning technique has been successfully 
applied for building hourly consumption prediction [9]. 
Support vector machine (SVM) is another machine-learning 
algorithm, which can be applied to predict building energy 
consumption [10]. Both of these technics are complex; notably 
with hyper-parameters to tune, with long time to train, and 
difficult to interpret. In this paper, we used a machine learning 
method based on decision trees, which has the advantage of 
being quick to calculate and easily interpretable. 

The three most common barriers to AI are: (1) insufficient 
labeled data for learning, (2) insufficient computing power and 
(3) prohibitive cost of encoding domain knowledge. The 
barrier (2) is not addressed in this paper, but we are going to 
discuss on data availability and the link between domain-
specific expertise which are required to build efficient AI.  

To implement the proposed building services, it is required 
to create a forecasting model. The classical horizon for model 

predictive control is a day-ahead forecast, while in order to 
provide other kind of services for energy planning including 
human decision-making, we will study in the following section 
a week forecast modelling. Therefore, sufficient and reliable 
historical data is required to make a supervised learning model 
with the characteristics as follows.  

 Data Length: it can be important to capture short term 
as well as long term dynamics, like the annual 
seasonality. 

 Sampling Frequency: the choice of sampling frequency 
is according to the model requirement and the memory 
constraint of hardware. Any fine sampling which can 
be down-sampled for annual history is helpful in this 
regard.  

 Data Quality: it is common to have missing data or 
outliers. In the case of missing data, an interpolation 
during the pre-treatment phase is helpful for a time 
series data, whereas certain technics can be used to 
detect and remove the outliers. 

 Data Quantity and Diversity: a diverse and big data 
brings more choices of feature selection according to 
the needs of the predictive model. The features can be 
sorted according to the best correlations among the 
parameters. 

To illustrate this, we are modelling consumption of the 
GreEn-ER building [6], a 22,000 m² service building, 
accommodating 2,000 occupants, and massively monitored 
and controlled for energy efficiency. It has around 1500 
connected sensors. The consumption of the building is mainly 
driven by the thermal comfort of the occupants and air quality. 
The historical consumption of a period of 3 years (from 2017 
to 2019) is used for modelling. For the purpose of training the 
model, we will use the data of 2 years, while the last year will 
be used for model validation. 

III. CONSUMPTION FORECAST AND FEATURE ENGINEERING  

The first task of a modelling is the definition and selection 
of the features from the raw data (also called feature 
engineering). Features are the inputs of the prediction model. 
There are two categories of features to be selected for making 
a predictive model of the consumption of GreEn-ER. The first 
category of features is based on the historical raw data. 
Specifically, these are Date Time Features, Lag Features and 
Windows Features. A second category of features are the 
exogenous variables, which are correlated to the variable to 
predict. We briefly discuss these features by illustrating on the 
building consumption prediction. 

A. Date Time Features 

The Date Time features correspond to properties linked to 
the instants of the observations. For instance, the time of day 
helps to model the daily frequency and therefore helps to 
model daily events such as the automatic start of heating at 6 
a.m., the arrival of staff at the office at 8 a.m., the lunch break 
etc. The day of week makes it possible to model working days 
and weekends. The day of year allows to take into account the 
seasons and holidays. 

The well-known objective of machine learning is to adjust 
the bias-variance compromise in order to have a model which 
generalizes well the behaviour of the data, and which therefore 
leads to a robust prediction. For this, we need a model that 



reduces the bias but without leading to over-fitting (i.e. 
decision tree), and at the same time it ensures the smallest 
possible variance in the data without leading to under-fitting. 
To solve the problem of bias-variance, we can adopt an 
ensemble approach, that cuts training data into a set of smaller 
data sets (bootstrapping), performs several learnings and 
returns the average. This technique is known as Random 
Forest (RF) [12]. RF has been compared in [13] with neural 
network for HVAC hourly consumption forecast, and the 
authors claim that for comparable performance, RF is easier to 
use. It has been used for automated measurement and 
verification before and after a retrofit (pre-retrofit and post-
retrofit data) and to predict how much energy the retrofit saved 
[14]. RF has been also used for building consumption anomaly 
detection [15].    

Comparing to conventional time series prediction methods 
such as SARIMA (Seasonal Auto-Regressive Integral Moving 
Average), learning methods based on RF show better 
performance if features are well studied [16]. 

The regression model defined with 100 estimators, takes 
only 4 seconds to be trained on a desktop computer for a 
historical data of 2 years at 1 hour sampling time, with 5 
features. This makes a total of 87,600 entries in the historical 
data. 

Fig. 1 shows the actual and predicted load curves for the 
building. The hourly mean error calculated for the whole year 
2019 is 90kWh, which renders the model appropriate. Fig. 2 
shows the features importance obtained after model training. 
The Day of Year feature explains half of the behaviour of the 
consumption, while Hour of Day is second important feature 
with 30% importance. 

 

Fig. 1. One-week prediction using Random Forest, based on Date Time 

Features 

 
Fig. 2. Date Time Features importance for consumption forecast 

                                                           
1 https://openweathermap.org  

B. Lag Features 

Lag features appear particularly for time series. They 
introduce the dependence of the current value on the past 
values. The downside of this feature is that it cannot be 
predicted, so the model prediction horizon becomes limited 
very quickly. If a 1 step lag shift is made and a model is trained 
on that feature, the model will be able to forecast 1 step ahead 
having observed current state of the series. So, during the 
initial lag selection, a balance between the optimal prediction 
quality and the length of forecasting horizon has to be found. 

It can be observed by looking at the autocorrelation of the 
consumption data (Fig. 3) that a consumption value at a certain 
hour has a strong dependence on the previous hour (h-1) or the 
previous few hours (h-n, where n is number of hours), then a 
dependence on the consumption of the previous day at the 
same time (h-24). The consumption value at a certain hour also 
has a strong dependence on consumption at the same time in 
the previous week (h-168).  

 

Fig. 3. Autocorrelation function of consumption time serie, hourly steps 

The lag feature is very significant for the training of the 
model. It explains 65% of the prediction and then considerably 
reduces the dependency on the others. It implicitly includes 
information already present such as the Hour of Day or Day of 
Week. The result of the model is over-fitting, which leads to a 
poorer generalization of the model. Nevertheless, the 
integrated result for the year 2019 is improved by 16% with an 
average error of 75kWh compared to 90kWh previously.  

C. Windows Features and Exogeneous Variables 

Windows feature is a summary of values over a fixed 
window of prior time steps. It can be for example the energy 
consumed the day before or the previous week (sum or average 
value), or the minimum and maximum values. The question 
that often arises concerns the optimal size of the sliding 
window. We can apply this technique to the series to be 
predicted directly, but for a week-ahead forecast, we must 
therefore look for statistical quantities of the week before. 

We can also introduce exogenous features, i.e. signals 
correlated to the consumption, in particular the outdoor 
temperature. We can therefore apply window feature on this 
variable to obtain the average daily temperature. The 
prediction of this variable is relatively easy to access by 
weather forecast APIs like OpenWeather 1 . Fig. 4 shows 
temperature and consumption for the 4 seasons (spring, 
summer, autumn and winter).  

h-168 Lag 

https://openweathermap.org/


 

Fig. 4. Pair plot and density distribution of consumption and temperature. 

After training a model with windows features, the new 
feature explains more than 25% of the prediction. The 
improvement compared to the reference is 12% with an 
average error of 79kWh compared to 90kWh for the reference.  

Finally, if we use the two previous features (Lag h-168 and 
outdoor mean temperature) in combination with the windows 
feature, the total improvement is 39% with an average error of 
65kWh integrated over the year 2019. The weekly energy 
calculated from this last model, is integrated over the year and 
gives a value of 2215 MWh, compared to 2071 MWh in 
reality, which is 7% error. 

In this model, the lag feature (h-168) has the highest 
importance with 60%, while with mean outdoor temperature, 
it is 16%, with Day of Year, it is 11%, with Hour of Day it is 
8%,  with Day of Week it is 3%, with Year it is 1% and with 
Holiday it is nearly 0% for the whole year. Though the last 
feature is insignificant, it is still important for some days like 
in Fig. 5 (8th May: Holiday in commemoration of 2nd world war 
armistice in 1945). 

  

Fig. 5. Week prediction where a holiday is well forecasted even with nearly 

zero importance for holidays features. 

TABLE I.  SUMMARY OF FEATURE SELECTION IMPROVEMENTS 

 Refer

ence 
Lag (h-168) 

Outdoor mean 

Temperature 
Both 

MAE (kWh) 90 75 79 65 

Improvement (%) - 16 12 39 

a. Mean Absolute Error of Energy per hour 

 

Other important features can be directly found by physical 
expertise of the system. In addition to the outdoor temperature 
forecast, it would be interesting to provide the indoor set-point 
temperature as a feature for forecasting. This may, varies 
according to the modes programmed in the BMS (Building 
Management System). Additional heat gain (through the 
occupation of the building and the radiative contributions by 
the glazing) is also very important in modern well-insulated 
buildings, so it is desirable to have a prediction.   

IV. PHOTOVOLTAIC PRODUCTION FORECAST AND HYBRID 

DATA/PHYISCAL MODELLING 

New energy services for energy management and 
flexibility in the local energy community require energy 
production forecast.  

There are many photovoltaic production prediction 
models, owing to the different prediction horizons: ultra-short-
term forecasting (a few minutes to 1 hour ahead), short-term 
forecasting (1 hour to several hours ahead), medium-term 
forecasting (several hours to 1 week ahead), and long-term 
forecasting (1 week to 1 year or more ahead), but also for 
different spatial scales (local or regional). For example, 
methods for micro-grids control using cameras will be on a 
local scale, in order to produce ultra-short-term forecasting 
[17]. A quite common time scale concerns day-ahead 
photovoltaic forecasting. A. Nespoli present in its recent paper 
[18] a comparison of most effective technics. 

For larger horizons, we often face a strong uncertainty that 
local weather models seek to resolve. In [20], we developed a 
heuristic approach based on a prediction of nebulosity to 
obtain Direct Normal Irradiance (DNI) and Global Horizontal 
Irradiance (GHI) which are necessary for PV model. We 
propose here to use two specific features to train DNI, a 
physical model providing clear sky DNI as well as nebulosity 
prediction data provided by the APIs from Météo-France 
(AROME open data [19]). Then the same can be done for GHI 
in order to obtain PV production forecast. 

We proceed as for consumption to a learning by RF with 200 
estimators, which takes 3 seconds to train. Fig. 6 is showing 
DNI for a week. RF prediction has an average error of 
83.4 W/m², compared to 88.5 W/m2 for the empirical model 
developed in [20]. Fig. 7 shows that the clear-sky model is the 
most important feature (34%), then Day of Year, Cloudiness 
and finally Hour of Day. This complementarity between data 
and physical model is one of the new challenges of cyber-
physical modeling in the coming years. 

 

Fig. 6. Random Forest DNI forecast based on nebulosity forecast and clear 

sky physical model. 

Consumption increase for 

low and high temperatures 

May 8th is a day off 



 

Fig. 7. Significance of Random Forest for Direct Normal Irradiance model  

To conclude this part, powerful predictive models are 
easily achievable. The challenges are therefore now the 
development of services such as self-consumption at the scale 
of an energy community by exploiting these production and 
consumption forecasts. 

V. INTERVAL PREDICTION FOR FLEXIBILITY CAPACITY 

Beside auto-consumption, flexibiliy is another challenge 
for the energy communities. One of them can be the real time 
evaluation of flexible capacity. It corresponds to the power that 
can be shedded or over-consumed when the grid requires it to 
improve the auto-consumption ratio. The capacity of 
evaluation of flexibility is difficult, as it strongly depends on 
variation of normal comfort level among the occupants. In 
[21], [22] we have used physical based models in order to 
evaluate flexibility potential of district buildings that are 
heated and cooled by heat pumps. Here we are questioning 
machine learning technics in order to provide the same kind of 
information. 

In addition, Fault Detection Diagnosis (FDD) allows real-
time detection of inconsistent behaviour by identifying 
measures that would go beyond a standard range of variation. 
For instance, FDD has been already developed by [23] using 
Gaussian process regression. 

We are applying on GreEn-ER consumption another 
regression technique, which is close to Random Forest (RF). 
Where RF manages the variance problem thanks to 
bootstrapping, it does not manage at best the bias introduced 
by the depth of the regression trees. A variant of RF called 
Gradient Boosting (GB) helps to better manage the bias. While 
RF generates random and independent trees in parallel, GB 
works sequentially to create new trees depending on the 
performance of the previous ones. In addition, optimization 
uses the gradient to accelerate convergence. 

In order to create the prediction boundaries, two models are 
built. The first one uses 10% of the smallest data, and the 
second one 10% of the largest data (90% quantile). To train 
these models, we are using the same features as part III, with 
the outdoor temperature, but without the historical values (h-
168). The models use 200 estimators and a maximum tree 
depth of 10. The 2 models are trained in 46 seconds. 

To illustrate the FDD, Fig. 8 presents a measured 
consumption (black) that goes out of limits (min: blue, max: 
yellow) during the first week. Maintenance on the system is 
then carried out and the data returns to a normal state for the 
2nd week. An important remark can then be raised here, if the 
model takes too much account of the last measured values, like 
with Lag features, this kind of deviation is more difficult to 
identify. Indeed, the model will consider the anomalies as 
normal values with time. 

 

Fig. 8. Fault Detection Diagnosis (FDD) using Gradient Boosting. 

Does these intervals can help to evaluate the flexibility 
capacity by giving possible variations of consumption while 
keeping the building in a “normal” state ? To go further it will 
be required to study indoor comfort such as temperature 
modeling, but also put enough information on the data in order 
to be able to simulate with machine learning model, the heating 
or ventilation switch off consequences on the comfort. 

CONCLUSIONS 

In this work, we implemented different machine learning 
technics for predicting the consumption of a building, 
predicting photovoltaic production or even detecting faults. 

We exploited the Random Forest (RF) and Gradient 
Boosting (GB) technics that are based on a set of decision trees 
offering good prediction performance in a short time and 
compatible with a hardware implementation. In addition, they 
offer good interpretability of results due to the possibility of 
exploring the decision tree, and due to information regarding 
the importance of feature. The feature engineering work was 
more particularly highlighted, and shown the need to introduce 
more exogenous features to implement richer correlations. An 
expertise in the functioning of the system is then necessary, as 
well as the provision of the richest possible data history with 
allowing to make the best choices according to the needs. 

We have also shown on photovoltaic production, that it can 
be interesting to provide data from physical models (clear sky 
model), and therefore that the approach by data is not 
contradictory with a physical approach. Again, physical 
expertise is needed to define the features. These consumption 
and production prediction services must be the basis of future 
services developed for the energy community in order, for 
instance, to optimize the rate of self-consumption. 

Finally, the prediction of intervals that can be used in FDD 
is rich information on potential deviations in consumption and 
gives a first approximation of the buildings flexibility 
capacities. 
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Measures in the 

prediction bounds 

Anomaly 

detection 



REFERENCES 

 
[1] Monica Giulietti, Chloé Le Coq, Bert Willems, Karim Anaya, « Smart 

Consumers in the Internet of Energy - Flexibility Markets and Services 
from Distributed Energy Resources », CERRE 2019, Report of Centre 
on Regulation in Europe. https://www.cerre.eu/publications/smart-
consumers-internet-energy. 

[2] City-Zen, European project, demonstrator in Grenoble city. 
www.cityzen-smartcity.eu/home/demonstration-sites/grenoble-2/. 

[3] Lou Morriet, Gilles Debizet, Frédéric Wurtz. “Multi-actor modelling 
for MILP energy systems optimisation: application to collective self-
consumption”. Building Simulation 2019, Sep 2019, Rome, Italy. 
https://hal.archives-ouvertes.fr/hal-02285965/document  

[4] International Energy Agency, “World energy balances: Overview”, 
2019 edition. https://www.iea.org/reports/world-energy-balances-
2019. 

[5] Artelys, Armines, Energies Demain, “A 100% renewable electricity 
mix? Analysis and optimisation exploring the boundaries of renewable 
power generation in France by 2050”, ADEME (French   Environment   
and   Energy   Management   Agency) report, January 2016. 
https://www.ademe.fr/sites/default/files/assets/documents/renewable-
electricity-mix-executive-summary-ademe-201601.pdf  

[6] F. Wurtz, B. Delinchant "Smart-Buildings" integrated in "Smart-
Grids": a key challenge for the energy transition by using physical 
models and optimisation with a "human in the loop" approach, C.R. 
Physics (2017). https://doi.org/10.1016/j.crhy.2017.09.007   

[7] Dinh VB., Delinchant B., Wurtz F., Dang HA. (2018) Building 
Modelling Methodology Combined to Robust Identification for the 
Temperature Prediction of a Thermal Zone in a Multi-zone Building. 
In: Huynh VN., Inuiguchi M., Tran D., Denoeux T. (eds) Integrated 
Uncertainty in Knowledge Modelling and Decision Making. IUKM 
2018. Lecture Notes in Computer Science, vol 10758. Springer, Cham. 
https://doi.org/10.1007/978-3-319-75429-1_19  

[8] lan Goodfellow, Yoshua Bengio, and Aaron Courville. Deep learning, 
Cambridge, MA: MIT Press, 120171 1 Series: Adaptive computation 
and machine learning series, ISBN 9780262035613 

[9] D. L. Marino, K. Amarasinghe and M. Manic, "Building energy load 
forecasting using Deep Neural Networks," IECON 2016 - 42nd Annual 
Conference of the IEEE Industrial Electronics Society, Florence, 2016, 
pp. 7046-7051. https://doi.org/10.1109/IECON.2016.7793413  

[10] H.X. Zhao, F. Magoulès, A review on the prediction of building energy 
consumption, Renew. Sustain. Energy Rev., 16 (6) (2012), pp. 3586-
3592. sciencedirect.com/science/article/pii/S1364032117306093  

[11] Delinchant B., Wurtz F., Ploix S., Schanen J.-L. and Marechal Y. 
(2016). “GreEn-ER Living Lab - A Green Building with Energy Aware 
Occupants”. SmartGreen’16, In Proceedings of the 5th International 
Conference on Smart Cities and Green ICT Systems. ISBN 978-989-
758-184-7, pages 316-323. https://doi.org/10.5220/0005795303160323  

[12] Ho, Tin Kam, "Random Decision Forests", Proceedings of the 3rd 
International Conference on Document Analysis and Recognition, 
Montreal, QC, 14-16 August 1995, p. 278-282. 

[13] Muhammad Waseem Ahmad, Monjur Mourshed, Yacine Rezgui, 
“Trees vs Neurons: Comparison between random forest and ANN for 
high-resolution prediction of building energy consumption”, Energy 
and Buildings, Volume 147, 2017, Pages 77-89, ISSN 0378-7788, 
https://doi.org/10.1016/j.enbuild.2017.04.038  

[14] Raftery,   P.   &   Hoyt,   T.   (2016).   Mave:software   automated   
Measurement   andVerification.  Center  for  the  Built  Environment,  
University  of  California  Berkeley, 
https://github.com/CenterForTheBuiltEnvironment/mave. 

[15] D.B. Araya, K. Grolinger, H.F. ElYamany, M.A. Capretz, G. 
Bitsuamlak, “An ensemble learning framework for anomaly detection 
in building energy consumption”, Energy Build., 144 (2017), pp. 191-
206 

[16] Comparison of ARIMA and Random Forest time series models for 
prediction of avian influenza H5N1 outbreaks, 
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/1471-
2105-15-276. 

[17] Scolari, Enrica; Paolone, Mario; Oudalov, Alexandre, “Modeling and 
Forecasting of Photovoltaic Generation for Microgrid Applications: 
from Theory to Validation”, EPFL PhD Thesis, Lausanne, 2019 
https://infoscience.epfl.ch/record/263659/files/EPFL_TH9039.pdf  

[18] A Nespoli, et al. “Day-Ahead Photovoltaic Forecasting: A Comparison 
of the Most Effective Techniques”, Energies 2019, 12 (9), 1621; 
https://doi.org/10.3390/en12091621 

[19] Open Data, MeteoFrance - AROME Weather Forecast 
https://data.planetos.com/datasets/meteofrance_arome_001_surface  

[20] Dung V Nguyen, Benoit Delinchant, Binh V Dinh and Truong X 
Nguyen, “Irradiance forecast model for PV generation based on 
cloudiness web service”, 2019 IOP Conf. Ser.: Earth Environ. Sci., Vol. 
307, conf. 1, 2019, https://doi.org/10.1088/1755-1315/307/1/012008  

[21] Pajot, C.; Delinchant, B.; Maréchal, Y.; Frésier, D. Impact of Heat 
Pump Flexibility in a French Residential Eco-District. Buildings 2018, 
8, 145. https://doi.org/10.3390/buildings8100145  

[22] Pajot, C.; Artiges, N.; Delinchant, B.; Rouchier, S.; Wurtz, F.; 
Maréchal, Y. An Approach to Study District Thermal Flexibility Using 
Generative Modeling from Existing Data. Energies 2019, 12, 3632. 
https://doi.org/10.3390/en12193632  

[23] Yan,  B.,  Li,  X.,  Shi,  W.,  Zhang,  X.,  &  Malkawi,  A.  (2017).  
Forecasting  Building  Energy  Demand  under  Uncertainty  Using  
Gaussian  Process  Regression:   Fea-ture  Selection,   Baseline  
Prediction,   Parametric  Analysis  and  a  Web-based  Tool. In 
Proceedings of the 15th IBPSA Conference, San Francisco, CA, USA, 
7–9 August 2017; pp. 545–554 

 

 

 

https://www.cerre.eu/publications/smart-consumers-internet-energy
https://www.cerre.eu/publications/smart-consumers-internet-energy
http://www.cityzen-smartcity.eu/home/demonstration-sites/grenoble-2/
https://hal.archives-ouvertes.fr/hal-02285965/document
https://www.iea.org/reports/world-energy-balances-2019
https://www.iea.org/reports/world-energy-balances-2019
https://www.ademe.fr/sites/default/files/assets/documents/renewable-electricity-mix-executive-summary-ademe-201601.pdf
https://www.ademe.fr/sites/default/files/assets/documents/renewable-electricity-mix-executive-summary-ademe-201601.pdf
https://doi.org/10.1016/j.crhy.2017.09.007
https://doi.org/10.1007/978-3-319-75429-1_19
https://doi.org/10.1109/IECON.2016.7793413
https://www.sciencedirect.com/science/article/pii/S1364032117306093
https://doi.org/10.5220/0005795303160323
https://doi.org/10.1016/j.enbuild.2017.04.038
https://github.com/CenterForTheBuiltEnvironment/mave
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/1471-2105-15-276
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/1471-2105-15-276
https://infoscience.epfl.ch/record/263659/files/EPFL_TH9039.pdf
https://doi.org/10.3390/en12091621
https://data.planetos.com/datasets/meteofrance_arome_001_surface
https://doi.org/10.1088/1755-1315/307/1/012008
https://doi.org/10.3390/buildings8100145
https://doi.org/10.3390/en12193632

